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This document contains the implementation details of
finetuning MD-SEM and training PathGAN (Section 1),
distribution of scanpath length and fixation duration from
the MASSVIS dataset (Figure 1), The accumulated fixation
distribution from the MASSVIS dataset (Figure 2), transition
matrices of two viewers in the MASSVIS (Figure 3), example
annotations from the MASSVIS (Figure 4), full scanpath
metrics of Figure 6 in the main manuscript (Figure 6), exam-
ple element fixation density (EFD) maps and predictions of
MD-EAM in MASSVIS (Figure 5), three example scanpath
predictions of our UMSS model (Figure 7 – 9), an example
questionnaire interface from our user study (Figure 10),
quantitative results on scanpath prediction for the full 10-
second ground truth (Table 1), and MASSVIS [1] dataset
split (Table 2).

1 IMPLEMENTATION DETAILS

1.1 Fine-tuning MD-SEM
We followed original setting for fine-tuning MD-SEM [2].
The loss weights combination was CCM = 3, KL = 10, CC = -
5 and NSS = -1. Normalized Scanpath Saliency (NSS) [3]
calculates the performance of a saliency map model is
defined to be the average saliency value of fixated pixels
in the normalized saliency maps. CCM is the Pearson’s
Correlation Coefficient (CC) [4] on pairs of saliency maps
at adjacent durations, which is computed as the differ-
ence between the ground truth and predicted scores [2].
Kullback-Leibler divergence (KL) computes the Kullback-
Leibler divergence between the empirical saliency maps and
the model saliency maps after converting both of them into
probability distributions[5]. Hyperparameters were batch
size = 8, and initial learning rate = 1E − 4. Adam opti-
miser [6] was used for gradient descent.

1.2 Training PathGAN
The Root Mean Squared Propagation (RMSprop) optimizer
and Binary Cross Entropy loss with learning rate = 1E − 4,
and rho = 0.9, epsilon = 1E − 08, decay = 1E − 07 are used
for both training and fine-tuning. During fine-tuning, we
randomly mixed 5 % of training data from SALICON [7] in
each epoch to prevent forgetting [8]. We trained PathGAN
for 125 epochs on SALICON and 40 epochs on MASSVIS.

Fig. 1: Distributions of scanpath length (top) and fixation
duration (bottom) from the MASSVIS [1, 9] dataset.

(a) (b)

Fig. 2: Accumulated fixation distribution from the MASSVIS
dataset. (a) The first fixations of all viewers. (b) The rest
fixations except the first fixations of all viewers. There is a
strong centre bias within the first fixations across all viewers.
This is due to the experiment setting, where a fixation cross
shows up right before the image appears on the screen [1].
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TABLE 1: Quantitative evaluation on MASSVIS for the full
10-second ground truth in terms of Dynamic Time Warp-
ing (DTW) and scaled Time Dimension Embedding (sTDE)
metrics. Best results are shown in bold, second best are
underlined.

Methods DTW (2D) ↓ sTDE ↑

Human 8978.57 0.932

PathGAN [10] 10394.58 0.866
PathGAN-official [10] 18396.09 0.764

DCSM [11] 9822.26 0.876
Saltinet [12] 13916.36 0.878

DVS+Saltinet [12, 13] 13556.94 0.884
MDSEM+Saltinet [2, 12] 13763.52 0.889

UMSS (Ours) 10040.11 0.903

TABLE 2: MASSVIS [1] Dataset split by visualisation source
and type.

Train Evaluation

Source

Government 83 (25.4%) 17 (25.8%)
Infographics 77 (23.5%) 15 (22.7%)

News 101 (30.9%) 21 (31.8%)
Scientific 66 (20.2%) 13 (19.7%)

Type

Bar 67 (20.5%) 17 (25.8%)
Pie 11 (3.4%) 5 (7.6%)

Line 57 (17.4%) 6 (9.1%)
Scatter 13 (4.0%) 2 (3.0%)
Table 28 (8.6%) 4 (6.1%)

Combination 18 (5.5%) 4 (6.1%)
Other 133 (40.7%) 28 (42.4%)

Sum 327 (100%) 66 (100%)

Fig. 3: Transition matrices of two viewers in MASSVIS.
Viewers tend to look at Title and Legend continuously
before jumping to other regions, while they tend to read
Data in cooperation with Annotation, Axis, and Legend. A:
Annotation, X: Axis, G: Graphics, L: Legend, O: Object, T:
Title, S: Source etc., D: Data.
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